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Problem - Global



PC

Diverse Device Capabilities
Weaker Network
Android and IOs

Diverse Device Capabilities
More Stable Network
Medium screens

Diverse Device Capabilities
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Large screen

Mobile

TV



Solution - Global
Control Plane

us-east-1
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us-west-2



Solution - Global 
Data Plane



Variable Start-Per-Second (SPS) Load

24 Hour Periodicity

10x Peak-to-Peak



Variable Start-Per-Second (SPS) Load
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Failover Driven
Demand



Content Driven
Demand



Device Driven
Demand
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Resilience 
Techniques

Traffic Demand Compute Supply



Global 
Traffic
Demand

Global architecture
Traffic balancing
Traffic shifting



Global 
Architecture



Latency Availability

Bias users towards least loaded 
Region or PoP

Bias users towards the closest
Region or PoP



Control Plane 
Steering



Control Plane 
Steering

InfoQ: Sergey Fedorov on Intelligent Request Routing



Control Plane 
Steering

InfoQ: Sergey Fedorov on Intelligent Request Routing



Control Plane 
Steering

InfoQ: Sergey Fedorov and Niosha Behnam on Load Balancing Traffic



Solution: Netflix 
DNS and Steering

InfoQ: Sergey Fedorov and Niosha Behnam on Load Balancing Traffic



Predict

Shape traffic in anticipation 

React

Restore balance



SVOD usage is reasonably predictablePredict Traffic 
Spikes



Predictive
Shaping



Reactive
Shaping



Reactive
Shifting

API Gateway 
(Zuul)

Netflix Tech Blog: Manuel Correa, Arthur Gonigberg et. al. on Prioritized Load Shedding
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Reactive
Shifting

Netflix Tech Blog: Manuel Correa, Arthur Gonigberg et. al. on Prioritized Load Shedding
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Reactive
Shifting

Netflix Tech Blog: Manuel Correa, Arthur Gonigberg et. al. on Prioritized Load Shedding
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Reactive
Shifting

Netflix Tech Blog: Manuel Correa, Arthur Gonigberg et. al. on Prioritized Load Shedding
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Supply of 
Computers

Cloud Realities
Predictive Scaling
Reactive Scaling





Reason about headroom with Buffers



Buffer is Linked to Business Outcomes



Buffer is Linked to Business Outcomes

Fast recovering services need less buffer: 
Stateless: 3-5m vs Stateful: 30-60m



Cloud Reality #1
Still have to Plan



Cloud Reality #1
Still have to Plan



Cloud Reality #1
Capacity Planning It doesn't make financial 

sense to reserve everything

You will likely be using 
On-Demand or Spot 



Cloud Reality #2
Computers have 
Variable Supply Have to carefully 

Adopt New Shapes



Cloud Reality #2
Computers have 
Variable Supply

Options:
● Reservations
● On Demand Reservations
● Leverage Buffers
● Preferentially Allocating 

Servers



Cloud Reality #2
Computers have 
Variable Supply

More flexibility == More Capacity

Assign workloads by resources not names



Cloud Reality #2
Computers have 
Variable Supply

More flexibility == More Capacity

Assign workloads by resources not names



Cloud Reality #3
Different Servers 
are Meaningfully
Different



Buffer Differs By 
Server Type



Buffer Differs By 
Server Type



Buffer Differs By 
Workload



Predict

Pre-scale services for demand
Pre-scale stateful services

React

Autoscale out of trouble



Pre-Scale for 
Load Based on Projected Traffic, Pin Mins

1. Pin Mins Up

2. Take the Load 3. Unpin Mins

4. Scale Down



Different for 
Every Service Call Graph is not Uniform in Traffic

or Criticality

Netflix Tech Blog: Niosha Behnam on Evolving Regional Evacuation

API 
Gateway 

(Zuul)

Tier 0 to Streaming Playback

Tier 1 to Streaming Discovery

Tier 3 to Personalization

4x 2x

3.1x

1.5x



What if we are wrong?

Perfectly Match 
Supply with Demand



React What if we are wrong?



Autoscaling Can 
be Slow

AWS Re:Invent 2024: Ryan Schroeder on Autoscaling Faster

Various Sources of Latency!

Detection (Alert)
Control Plane (Hardware)
System Startup (Kernel)
Application Startup (App)
Traffic (Discovery)



Break it Down



Break it Down



Solve Each Part

High Resolution 
Metrics

Observe actual 
start latency 
(cooldown)

Observe RPS/CPU 
and Hammer on 
RPS ladder.

AWS Re:Invent 2024: Ryan Schroeder on Autoscaling Faster



Break it Down

High Resolution
Cooldown tuning

RPS Scaling

Optimize Long Tail

Startup in Parallel
Remove Slow Units

Polling is Slow
Discovery Push

AWS Re:Invent 2024: Ryan Schroeder on Autoscaling Faster



Snail: https://commons.wikimedia.org/wiki/File:Snail.jpg

Does This Really Work?

Tier 0 Before Tuning
10x Load Spike TTR 

8-15M



Snail: https://commons.wikimedia.org/wiki/File:Snail.jpg

Does This Really Work?

Tier 0 Before Tuning
10x Load Spike TTR 

8-15M

Tier 0 After Tuning
10x Load Spike TTR 

3-4M

~70% reduction!



Stateless 
Resilience

Load Shedding
  CPU
  IO
Prioritization





React What to do While we are Wrong?



React What to do While we are Wrong?



CPU Load 
Shedding



CPU Load 
Shedding



CPU Load 
Shedding



CPU Load 
Shedding
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Congestive 
Failure is Bad

Congestive Failure, a.k.a

"Queueing Without Bound"

"Falling Over"

"Total System Failure"

"A real bad time™"



Prioritize Your 
Success Buffer



Prioritization 
Creates More 
Buffer

Netflix Tech Blog: Anirudh Mendiratta, Kevin Wang, Joey Lynch, et al. on Service-Level Prioritized Load Shedding

Target %



Prioritization 
Creates More 
Buffer

Netflix Tech Blog: Anirudh Mendiratta, Kevin Wang, Joey Lynch, et al. on Service-Level Prioritized Load Shedding



Prioritization 
Creates More 
Buffer

Netflix Tech Blog: Anirudh Mendiratta, Kevin Wang, Joey Lynch, et al. on Service-Level Prioritized Load Shedding



Prioritization 
Creates More 
Buffer

Netflix Tech Blog: Anirudh Mendiratta, Kevin Wang, Joey Lynch, et al. on Service-Level Prioritized Load Shedding



IO Load
Shedding How do we shed for IO workloads?

👀
👀



IO Load
Shedding Use Latency Service-Level-Objective 

Utilization as a Proxy!
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IO Load
Shedding Use Latency Service-Level-Objective 

Utilization as a Proxy!

Netflix Tech Blog: Anirudh Mendiratta, Kevin Wang, Joey Lynch, et al. on Service-Level Prioritized Load Shedding



Retries?
Retry only on 
Shedding
Try to get to 
Average



Retries?



Stateful 
Resilience

Capacity Planning
Data Gateways
Caching Wisely



Microservices

API 
Gateway 

(Zuul)

Edge 
Federation 

(API)
Services Data 

Gateways Databases

Shards



Strategy: Buffer, and lots of mathCapacity Plan 
Stateful

AWS Re:Invent 2022: Joseph Lynch on Capacity Plan Optimally



Optimally buy computers for each workload.

From the 
Human

From the 
Model

Reads/second Size/read

Writes/second Size/write

Size (GiB) CPU Second
/ read

CPU Second
/ write

Compression
Ratio

Capacity Plan 
Stateful

AWS Re:Invent 2022: Joseph Lynch on Capacity Plan Optimally



Gateways Unlock 
Resilience

QCon 2024: Joey Lynch on Highly-Reliable Online Stateful Systems

Incremental



Gateways Unlock 
Resilience

QCon 2024: Joey Lynch on Highly-Reliable Online Stateful Systems

IdempotentIncremental



Gateways Unlock 
Resilience

QCon 2024: Joey Lynch on Highly-Reliable Online Stateful Systems

Idempotent RetriableIncremental



Prefer limiting on server, 
clients implement basic safety

Load 
Shedding
and Retries

1. Client Load 
Doubles



Prefer limiting on server, 
clients implement basic safety

Load 
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2. Server 
Limiters

Shed

1. Client Load 
Doubles



Prefer limiting on server, 
clients implement basic safety

Load 
Shedding
and Retries

3. Client Hedges and 
Exponential Retries

Mitigate

1. Client Load 
Doubles

2. Server 
Limiters

Shed



Prefer limiting on server, 
clients implement basic safety

Load 
Shedding
and Retries

4. Server Autoscaling
Restore SLO

1. Client Load 
Doubles

2. Server 
Limiters

Shed

3. Client Hedges and 
Exponential Retries

Mitigate



Key-Value

Netflix Tech Blog: Vidhya Arvind, Rajasekhar Ummadisetty, Rajiv Shringi, Joseph Lynch, et. al. on Data Abstractions

Time-Series



Cache your service, not your database!Cache In Front
of Services

Cache

Service DatabaseClient

1. Cache protects Service and DB

2. Cache is much Cheaper

3. Cache can be Replicated

Cache
Mutations Fill Cache 
with Materialized View

Most Read Operations 
Hit Cached Views

QCon 2024: Prudhviraj Karumanchi, Sriram Rangarajan on Global Caching



Total Cache
What You Can Replicated total near caches like Netflix 

Hollow handle Load increases easily!

Video Metadata Service

Source of
Truth 

Database

Hollow Dataset V1

Video Metadata
Snapshot Producer

AWS
S3

Client
Video Metadata Service

Hollow Dataset V1
Video Metadata Service

Hollow Dataset V1
Video Metadata Service

Hollow Dataset V1
Video Metadata Service

Hollow Dataset V1
Video Metadata Service

Hollow Dataset V1

Hollow Dataset V2 Atomically
Switch

Netflix Tech Blog: Ammar Khaku, Drew Koszewnik on Total Near Caches



Test 
Constantly

Properties Tests
Load Tests
Failover Tests





Example Load Test



Balance Compute SupplyManage Traffic Demand

Full-Active Control of Demand
— Global traffic shaping
— Prioritization at the Edge
— Fallbacks!

Understand Traffic Flows
— Uneven Service Flows
— Different Traffic Priorities

Manage Quality of Service
— Slow often better than Down

Capacity Planning
— Compute and Workload Analysis
— Intentional Buffers
— Pre-scale when you can

Get Out of Trouble
— Autoscale
— Shed Load
— Stateful can be reliable too!

Manage Quality of Service
— Prioritized Shedding
— Stale often better than "Down"



Thank 
You.

Joseph Lynch
josephl@netflix.com
jolynch.github.io
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